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Abstract. As part of the DENCHAR (Development and
Evaluation of Novel Compact Hygrometer for Airborne Re-
search) inter-comparison campaign in northern Germany in
2011, a commercial cavity ring-down spectroscopy (CRDS)
based gas analyzer (G2401-m, Picarro Inc., US) was installed
on a Learjet to measure atmospheric water vapor, CO2, CH4,
and CO. The CRDS components were identical to those cho-
sen for integration aboard commercial airliners within the
IAGOS (In-service Aircraft for a Global Observing System)
project. Since the quantitative capabilities of the CRDS wa-
ter vapor measurements were never evaluated and reviewed
in detail in a publication before, the campaign allowed for
an initial assessment of the long-term IAGOS water vapor
measurements by CRDS against reference instruments with a
long performance record (Fast In-situ Stratospheric Hygrom-
eter (FISH) and CR-2 frost point hygrometer (Buck Research
Instruments L.L.C., US), both operated by Research Centre
Jülich).

For the initial water calibration of the instrument it
was compared against a dew point mirror (Dewmet TDH,
Michell Instruments Ltd., UK) in the range from 70 000
to 25 000 ppm water vapor mole fraction. During the inter-
comparison campaign the analyzer was compared on the
ground over the range from 2 to 600 ppm against the dew
point hygrometer used for calibration of the FISH reference

instrument. A new, independent calibration method based on
the dilution effect of water vapor on CO2 was evaluated.

Comparison of the in-flight data against the refer-
ence instruments showed that the analyzer is reliable
and has a good long-term stability. The flight data sug-
gest a conservative precision estimate for measurements
made at 0.4 Hz (2.5 s measurement interval) of 4 ppm for
H2O < 10 ppm, 20 % or 10 ppm (whichever is smaller) for
10 ppm < H2O < 100 ppm, and 5 % or 30 ppm (whichever is
smaller) for H2O > 100 ppm. Accuracy of the CRDS instru-
ment was estimated, based on laboratory calibrations, as
1 % for the water vapor range from 25 000 ppm down to
7000 ppm, increasing to 5 % at 50 ppm water vapor. Accu-
racy at water vapor mole fractions below 50 ppm was diffi-
cult to assess, as the reference systems suffered from lack of
data availability.

1 Introduction

Water vapor is a crucial factor for various atmospheric pro-
cesses, weather, and climate. It is the most important green-
house gas (Kiehl and Trenberth, 1997) and shows strong
feedback to changes in the climate system (Dessler et al.,
2008). Especially in the upper troposphere and lower strato-
sphere (UTLS) the amount of water vapor has a large im-
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pact on the radiative balance of the atmosphere (e.g., Smith
et al., 2001; Forster and Shine, 2002; Solomon et al., 2010).
However, due to only a few existing measurement data in
the UTLS, and limitations in prognostic model simulations
of this region (Solomon et al., 2010), uncertainties in chem-
istry, transport processes, and trace gas composition are rel-
atively large. This influences significantly the estimation of,
e.g., radiative effects (Riese et al., 2012; Kunz et al., 2013).

Water vapor observations covering the whole troposphere
and at least lower parts of the stratosphere are achieved
mainly by instruments based on balloons, aircraft or satel-
lites, and from ground-based remote sensing techniques. The
longest measurement time series was started in 1980 in Boul-
der (Colorado, US) with balloon-borne frost point hygrome-
ters (Oltmans et al., 2000; Hurst et al., 2011). First long-term
global satellite data were obtained in the mid-1980s as part of
the Stratospheric Aerosol and Gas Experiment II (SAGE II)
(Rind et al., 1993). Recent observations have been made by,
e.g., the Michelson Interferometer for Passive Atmospheric
Sounding (MIPAS) (Milz et al., 2005; von Clarmann et al.,
2009) and the Scanning Imaging Absorption Spectrometer
for Atmospheric Chartography (SCIAMACHY) (Rozanov et
al., 2011; Weigel et al., 2016), both aboard ENVISAT (En-
vironmental Satellite). The main drawbacks of satellite data
and remote sensing observations from ground (e.g., Schnei-
der et al., 2006) are their insufficient vertical resolution in the
troposphere and lower stratosphere and disturbances of the
measurements by clouds. As shown by Hoareau et al. (2013),
vertical resolutions < 500 m are needed for the simulation of
cirrus clouds. To represent the very sharp gradient of 40 to
6 ppm water vapor within 0–2 km at the tropopause (Zahn
et al., 2014), resolutions of even 400 m and higher have to be
achieved (Poshyvailo et al., 2018). On the other hand reliable
radiosonde water vapor data up to stratospheric heights, e.g.,
from the GCOS (Global Climate Observing System) Refer-
ence Upper-Air Network (GRUAN) (Dirksen et al., 2014), as
well as data sets from research aircraft, are quite limited in
time and space.

The use of commercial aircraft as cost-efficient platforms
for dedicated instruments can at least partially bridge this
gap, providing regular measurements in the UTLS along
major flight routes. For example, five Airbus A340 passen-
ger aircraft were equipped with capacitive humidity sensors
from 1994 to 2014 as part of the MOZAIC (Measurement
of Ozone and Water Vapor by Airbus In-Service Aircraft)
project (Marenco et al., 1998). The acquired data set is cru-
cial for the study of chemical and dynamic processes in the
upper troposphere and lower stratosphere (e.g., Gierens et al.,
1999).

However, accurate and reliable airborne measurements of
atmospheric water vapor are still a challenge. The large range
from mole fractions of several percent at the ground to only a
few parts per million (ppm= µmol mol−1) in the stratosphere
and the highly variable structures of water vapor in the atmo-

sphere are demanding for analyzers regarding accuracy and
time response.

Kley et al. (2000) give a detailed summary of the most im-
portant water vapor instruments used onboard aircraft. Be-
sides frost point hygrometers (e.g., Vömel et al., 2007, 2016;
Hurst et al., 2011; Hall et al., 2016) these are mainly Lyman-
α hygrometers, based on fluorescence techniques, for exam-
ple the Harvard Water Vapor instrument (HWV) (Weinstock
et al., 2009) and the Fast In-situ Stratospheric Hygrome-
ter (FISH) (Zöger et al., 1999; Meyer et al., 2015). More re-
cently infrared absorption spectrometers like the Jet Propul-
sion Laboratory Laser Hygrometer (JLH) (May, 1998), the
Integrated Cavity output Spectrometer (ICOS) (Sayres et
al., 2009), or the Hygrometer for Atmospheric Investiga-
tions (HAI) (Buchholz et al., 2017), and the Atmospheric
Ionization Mass Spectrometer (AIMS) (Kaufmann et al.,
2016) have been deployed. The central problems of all these
different types of analyzers are the unexplained discrepan-
cies between water vapor measurements in the range below
10 ppm (e.g., Kley et al., 2000; Vömel et al., 2007; Weinstock
et al., 2009). While the instruments compare well during
static experiments (Fahey et al., 2014), they disagree signif-
icantly during airborne inter-comparisons in the UTLS. For
the recent Mid-latitude Airborne Cirrus Properties Experi-
ment (MACPEX) in 2011 Rollins et al. (2014) estimated the
differences to be on the order of 20 % at water vapor mixing
ratios of 3–4 ppm, whereas the measurement uncertainties of
the instruments account only for 5 %–10 %. Thus, possibili-
ties, e.g., to identify long-term trends in stratospheric water
vapor or to study ice microphysical processes, are limited
(Rollins et al., 2014).

In this context the DENCHAR (Development and Evalua-
tion of Novel Compact Hygrometer for Airborne Research)
project was initiated by the European Facility for Airborne
Research (EUFAR) to support the development and charac-
terization of novel or improved compact airborne hygrom-
eters for different airborne applications within EUFAR, in-
cluding investigation of the sampling characteristics of dif-
ferent gas/ice inlets (cf. Tátrai et al., 2015). As part of the
DENCHAR inter-comparison flight campaign in Hohn (Ger-
many) in May–June 2011, a commercial cavity ring-down
spectroscopy (CRDS) gas analyzer (G2401-m, Picarro Inc.,
US), measuring CO2, CH4, CO and water vapor, was tested
and compared against well-established reference hygrom-
eters and newly developed water vapor instruments. The
former were the Learjet version of the Fast In-situ Strato-
spheric Hygrometer (FISH) (Meyer et al., 2015) and a CR-2
Cryogenic Aircraft hygrometer (Buck Research Instruments
L.L.C., Boulder, US, http://www.hygrometers.com, last ac-
cess date: 1 September 2018), both operated by Research
Centre Jülich.

The same CRDS analyzer and corresponding inlet sys-
tem components are scheduled for deployment onboard pas-
senger aircraft within the IAGOS (In-service Aircraft for
a Global observing System) project (Filges et al., 2015).
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IAGOS was launched in 2005 as the successor program
of MOZAIC, but with modernized instrumentation and en-
hanced measurement capabilities (Volz-Thomas et al., 2009;
Petzold et al., 2015). The current fleet of IAGOS-equipped
aircraft as well as the spatial coverage of all flights can be
found at the IAGOS database (http://www.iagos.org, last ac-
cess: 1 September 2018). There are plans to equip five IA-
GOS aircraft with the CRDS system, named the “IAGOS-
core Greenhouse Gas (GHG) package”, in the next 4 years.
In contrast to the CO2 measurements from the CRDS, which
have been studied thoroughly and have shown good perfor-
mances, the quantitative capabilities of the CRDS water va-
por measurements have never been evaluated and reviewed in
detail before. Precision in the laboratory is known from pre-
vious studies to be around 6 ppm for a 2.3 s integration time,
but is related to white noise (Filges et al., 2015). Thus, sam-
ple averaging over 30 min can result in a precision of down
to 0.3 ppm, which in principle can result in numerous sci-
entific applications of the data. Each IAGOS aircraft is also
equipped with the MOZAIC humidity device (Helten et al.,
1998; Smit et al., 2008, 2013), which provides the unique op-
portunity to compare both instrument types under the same
conditions over a long-time period. IAGOS water vapor mea-
surements include regular in situ data in the sensible UTLS
region and vertical profiles of H2O in the troposphere and
lower stratosphere for major parts of the globe. They are es-
sential for validation of remote-sensing-based observations
from satellites and ground, are needed for improving the per-
formance of climate models and weather forecasts, and can
be used for climate trend studies.

This paper presents the water vapor measurements made
with the CRDS system during the DENCHAR inter-
comparison flight campaign in 2011. The flight data are vali-
dated against reference instruments with a long performance
record to evaluate the water vapor measurements made by
the CRDS instrument. Furthermore, the analyzer was cali-
brated with the help of different hygrometers, and a novel in-
dependent calibration method was tested. The corresponding
results are analyzed and discussed regarding the feasibility
of the different methods for the long-term operation of the
analyzer within the IAGOS project.

The measurement system is introduced in Sect. 2, followed
by an overview of the water vapor calibration approaches in
Sect. 3. Results from the flight tests are presented in Sect. 4.
Section 5 concludes the paper.

2 The measurement system

The measurements were conducted by a G2401-m wave-
length scanned cavity ring-down spectroscopy analyzer from
Picarro Inc. (US) (CFKB2004), which simultaneously mea-
sures CO2, CH4, CO and water vapor (Crosson, 2008; Chen
et al., 2010).

The CRDS technique determines the mole fraction of a gas
using the decay time of light intensity (“ring-down time”)
due to absorption by the gas. Laser light of a specific set
of wavelengths is injected into a mirrored sample cell (the
“cavity”, 35 cm3, effective optical path length 15–20 km),
which is flushed with the sample gas. When the light inten-
sity reaches a predetermined threshold, the laser is turned off,
after which the optical energy in the cavity decays with a
characteristic exponential time constant of the light intensity
in the cavity (the ring-down). The total absorption of the cav-
ity (including both the absorption of the gas and the loss of
the mirrors) is calculated directly from the exponential time
constant. By tuning the wavelength of the laser, a specific
spectral line of a species is scanned and analysis of the ob-
tained spectrogram provides the peak height, which at con-
stant pressure and temperature is proportional to the mole
fraction of the species.

The analyzer uses selected spectral lines in the infrared
for the measurements: at 1603 nm for 12C16O2, at 1651 nm
for 12CH4 and H16

2 O, and at 1567 nm for 12C16O.
To minimize the impact of pressure and temperature on

gas density and spectroscopy, both are kept constant in the
sample cell. Pressure in the sample cell is controlled to
186.65± 0.04 hPa (140 Torr) using a proportional valve (“in-
let valve”) upstream of the cell, and the temperature is kept
at 45± 0.02 ◦C. Gas flow through the sample cell was con-
trolled at 100 sccm with the help of a fixed needle valve, act-
ing as a flow-restricting orifice, downstream of the sample
cell and upstream of the pump. Thus, the flow rate was inde-
pendent of ambient and, respectively, cabin pressure.

To protect the sample cell from contamination, two filters
(Wafergard II F Micro In-Line Gas Filters, Entegris Inc.) are
located in the sample line upstream of the sample cell. They
also ensure thermal equilibration of the sample gas, as they
are kept at the same temperature as the sample cell.

Each species was measured once every 2.5 s. The physical
exchange time of the sample cell is 3.6 s (volume= 35 cm3,
sample flow= 100 sccm, pressure= 186.65 hPa, sample
temperature= 45 ◦C), ensuring that the ambient air was con-
tinuously sampled given the shorter measurement interval of
2.5 s.

The instrument was equipped with a 50 cm long inlet line
(3.18 mm (1/8′′) OD, 1.58 mm (1/16′′) ID, fluorinated ethy-
lene propylene (FEP) tube), which was connected to a Rose-
mount Total Air Temperature (TAT) housing (model 102B;
Stickney et al., 1994) mounted on a window plate of the Lear-
jet. The Rosemount probe acts as a virtual impactor since
the inlet line is pointed orthogonal to the airflow through the
housing (see Fig. 1), and thus prevents sampling of larger
aerosols (larger than about 2 µm), ice particles, and water
droplets (Volz-Thomas et al., 2005; Fahey et al., 2001; Smit
et al., 2013). Furthermore, it provides positive ram pressure
due to the reduction of the air velocity. This additional pos-
itive ram pressure, together with the low sample gas flow of
100 sccm and the relatively short inlet line, ensured operation
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Figure 1. Cross section of the inlet line (green) mounted into a
Rosemount Total Air Temperature housing (model 102B, adapted
from Stickney et al., 1994). The inlet line is pointed orthogonal
to the airflow through the housing to prevent sampling of larger
aerosols, ice particles, and water droplets.

of the instrument with a controlled pressure in the sample cell
of 186.65 hPa (140 Torr) throughout the aircraft altitude op-
erating range up to 12.5 km without an upstream sampling
pump. Diffusion effects of water vapor in the inlet line are
minimal, given the short residence time of the sample gas,
the small inner surface area, the small differences in humid-
ity between the air-conditioned cabin and the ambient air, and
the low permeability of FEP. The sample flow was exhausted
into the cabin of the aircraft. The CRDS analyzer and the
inlet system components are identical to those chosen for in-
tegration aboard commercial airliners within the IAGOS (In-
service Aircraft for a Global observing System) project. This
setup ensures full comparability with the deployment of the
IAGOS-core Greenhouse Gas package (Filges et al., 2015).

3 Calibration

In contrast to calibration of the CO2, CH4 and CO measure-
ments, for which traceability to the World Meteorological
Organization (WMO) primary scales is ensured by measure-
ment of gas standards traceable to the primary scale, calibra-
tion of the water vapor measurements of the instrument is not
as straightforward. There is no globally valid primary scale,
but several national standards exist (WMO, 2012; see Part I,

chap. 4). Calibration of an instrument is done by means of
other hygrometers that are traceable to one of the national
standards, often gravimetric hygrometers. In the following
different calibration methods for the CRDS analyzer are pre-
sented and compared.

3.1 Methods

3.1.1 Offset correction

Prior to calibration of the CRDS analyzer against, e.g., a dew
point mirror, an offset correction is required once to improve
measurements at low water levels (< 1000 ppm). This off-
set correction can be estimated by measuring dried ambient
air from a high-pressure tank. At the MPI-BGC GasLab the
tanks (volume: 50 L) were filled with air, which was dried us-
ing magnesium perchlorate (Mg[ClO4]2). The dew point of
the air is around−75 ◦C, corresponding to 2.4 ppm water va-
por. The offset stability of different CRDS instruments was
checked regularly over a time period of up to 10 years and no
significant drift was observed.

3.1.2 Dew point mirror

The factory calibration of the Picarro Inc. CRDS analyzer
consists of two parts: a self-broadening correction and a com-
parison with a dew point mirror.

Water vapor mole fraction is calculated using the peak
height of the selected water absorption line. In this process
self-broadening effects must be taken into account, which
broaden the line shape and hence decrease the peak height
as the water vapor level increases. To avoid an underestima-
tion of the water vapor mole fraction, a quadratic correction
is implemented in the Picarro analyzer (Rella, 2010):

H2Ocorrected = H2Oreported+ 0.02525 ·H2O2
reported. (1)

Here, H2O is water vapor mole fraction in %. In 2009 a
G1301-m CRDS instrument from Picarro, measuring CO2,
CH4 and H2O, was calibrated at MPI-BGC Jena against a
dew point mirror (Dewmet TDH, Cooled Mirror Dewpoint-
meter, Michell Instruments Ltd., UK, referenced to the Na-
tional Institute of Standards and Technology (NIST) primary
scale) in the range from 7000 to 30 000 ppm water vapor
mole fraction (Winderlich et al., 2010). The calibration con-
stant obtained in this experiment was transferred to all green-
house gas CRDS instruments manufactured by Picarro Inc.
(Rella, 2010):

H2Ocalibrated = 0.772 ·H2Ocorrected

= 0.772 ·
(

H2Oreported+ 0.02525 ·H2O2
reported

)
. (2)

This calibration transfer from one to all other instruments is
possible since their water vapor measurements agree within
a sufficient range and are stable over time as shown by
Rella et al. (2013). Here, three different analyzers (models

Atmos. Meas. Tech., 11, 5279–5297, 2018 www.atmos-meas-tech.net/11/5279/2018/



A. Filges et al.: Evaluation of the IAGOS-Core GHG package H2O measurements 5283

G2401-m and Envirosense 3000) were compared at different
times against one selected standard instrument (CFADS37,
model G1301-m). One of the comparisons was repeated after
more than 3 years. All results (H2Oanalyzer–H2OCFADS−37)
lie within a range of ±125 ppm for water vapor mole frac-
tions ranging from around 5000 to 30 000 ppm. Hence, a
good transferability and long-term stability of the analyzers’
water vapor measurements can be assumed.

In order to examine the robustness of the 2009 calibra-
tion it was repeated in 2013 using a G2401-m analyzer
(CFKBDS2003) in comparison to the identical dew point
mirror (Dewmet TDH, Michell Instruments Ltd.) that was
used for the calibration in 2009. Both instruments measured
simultaneously dried ambient air from a high-pressure tank,
which was humidified by a dew point generator (Li-610 from
Li-Cor) to specific water levels between 2 and 20 ◦C dew
point. Higher and lower water vapor levels could not be
reached due to the environmental conditions in the labora-
tory.

During the 2009 calibration the dew point mirror measure-
ment was based on its original calibration, conducted by the
manufacturer against test equipment traceable to the NIST
primary standard at the end of 2000. In 2010 the dew point
mirror was recalibrated by the manufacturer; however, no in-
formation was given on how the calibration factors changed.
Another calibration by the manufacturer in 2014, shortly af-
ter the 2013 comparison of the CRDS instrument and the dew
point mirror, showed no drift beyond the uncertainty range
of the dew point mirror (given by the manufacturer: 0.2 ◦C at
+20 ◦C dew point, increasing linearly to 0.4 at −60 ◦C dew
point (2σ )) compared to the calibration in 2010.

3.1.3 Calibration bench for the FISH instrument

During the DENCHAR inter-comparison campaign in 2011
CRDS analyzer CFKB2004 was compared against the labo-
ratory calibration bench used regularly for calibration of the
FISH reference instrument. This calibration bench consists
of a humidifier, a mixing unit to mix dry and humid air, and
a reference water vapor instrument, the MBW Dew Point in-
strument (model K-1806/DP30-SHSX-III, MBW Elektronik
AG, Switzerland, http://www.mbw.ch, last access: 1 Septem-
ber 2018) (Meyer et al., 2015). For the comparison the CRDS
instrument was connected to the calibration bench via a 3 m
long 1/8′′ OD FEP line. Since the calibration bench provided
a flow of about 3500 sccm an open split was installed in front
of the FEP line to allow the CRDS analyzer to sample at its
low flow rate of 100 sccm. During the comparison four hu-
midity steps covering the range of 2 to around 600 ppm were
measured. This corresponds to the standard calibration range
of the FISH calibration bench and is a good addition to the
dew point mirror calibration range. Maximum uncertainty of
the calibration bench is given as ± 4 % (1σ ) by Meyer et
al. (2015).

Due to the low sample flow (100 sccm) through the ana-
lyzer and the large difference in water vapor mole fraction
between the measured air and the outside air during the com-
parison, permeation of water vapor through the FEP tube
(3 m length in the calibration setup) has to be considered. To
provide information from which a correction factor for the
permeation effect could be determined, a dry tank air stream
(∼ 2 ppm water vapor mole fraction) at different flow rates
(100 and 3500 sccm) was provided through the FEP tube.
Assuming that for a flow of 3500 sccm the contribution of
the permeation to the water vapor mole fraction in the flow
is negligible, the correction factor was computed as the dif-
ference in the calibrated CRDS H2O mole fraction between
these two measurements.

3.1.4 Calibration by the CO2 dilution effect

In addition to the standard calibrations by different hygrome-
ters, a novel and completely independent calibration method
was tested, which takes advantage of the high-precision CO2
measurements by the CRDS analyzer. Specifically, the dilu-
tion effect of water vapor on the CO2 mole fraction is used:
if water vapor is added to dry air, while total pressure and
temperature of the gas remain unchanged, the mole fractions
of the residual air components decrease. The mole fraction
of CO2 in dry air is

X
dry
CO2
=

nCO2

nair+ nCO2

, (3)

whereas the CO2 mole fraction in wet air is given as

Xwet
CO2
=

nCO2

nair+ nCO2 + nH2O
. (4)

Together with the wet air mole fraction of water,

Xwet
H2O =

nH2O

nair+ nCO2 + nH2O
. (5)

Equations (3) and (4) yield

Xwet
CO2

X
dry
CO2

= 1−Xwet
H2O. (6)

Thus, the amount of water vapor in air is directly linked to
the ratio of the CO2 wet and dry air mole fractions of the air.
However, the measured CO2 mole fraction from the CRDS
instruments in wet air is not only influenced by the dilution
effect, but also by pressure-broadening effects of the water
vapor. To separate both effects the measurement software of
the analyzer was modified to allow for a fine scan of the
CO2 and water vapor absorption line. While the peak height,
which is normally used for the measurement, is influenced by
both effects, the peak area only changes due to the dilution
effect. The fine scan, combined with spectral models and fit-
ting procedures optimized for this purpose, provides the peak
areas with sufficient precision.
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Figure 2. Experimental setup for the water vapor calibration by the
CO2 dilution effect. MFC nos. 1 and 2 are mass flow controllers.
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Figure 3. (a) Uncalibrated water vapor measurements from the Pi-
carro CRDS analyzer (CFKBDS2003) against the measurements
from the dew point mirror (Dewmet TDH) during the 2013 cali-
bration. The corresponding fit is shown as a blue line, the calibra-
tion curve of the 2009 comparison as a grey line. The uncertainty
of the fitted slope is composed of the fitting error and the uncer-
tainty of the dew point mirror. (b) Water vapor difference between
the 2009 and 2013 experiments. The error bars indicate the uncer-
tainty range, which results from the combination of the dew point
mirror uncertainties during the 2009 and 2013 calibrations. The rel-
ative differences are plotted on the right axis as light blue triangles.

To test the concept, pressurized zero air with 3000 ppm
CO2 from a high-pressure tank was split into two paths, as
can be seen in Fig. 2. The air in one path was humidified in a
bubbler. Afterwards the dry and wet gas streams were recom-
bined and then measured by a CRDS analyzer (CFADS2196,
model G2301) in fine scan mode. With the help of mass flow
controllers in both paths the water concentration of the com-
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Figure 4. (a) Uncalibrated water vapor mole fractions from the
two Picarro CRDS analyzers CFADS37 and CFKBDS2003 during
a comparison experiment in 2014 (black points). The blue line in-
dicates the quadratic fit of an earlier comparison between the same
instruments in 2011. The differences between the two comparisons,
i.e., the drift of the two analyzers over the 3 years from 2011 to
2014, are shown in plot (b). The relative residuals are plotted on the
right axis as light blue triangles. Since the analyzers were not off-
set corrected before the experiment, the relative difference of 800 %
of the data point at 4.5 ppm is less meaningful and is therefore not
shown in order to improve the clarity of the plot.

bined stream could be varied without changing the CO2 dry
mole fraction by changing the flow of each path while the to-
tal flow was kept constant. The adjustable water vapor levels
were limited by the remaining humidity in the pressurized air
on the one hand and the environmental conditions in the labo-
ratory on the other. The measurements alternated between the
water line and the CO2 line, requiring about 1.3 s to make one
pair of measurements. Since the pressure and temperature in
the sample cell were kept constant, the measured peak areas
were proportional to the mole fractions:

Xi = Ci ·Ai, (7)

where A is the peak area and C the proportionality or “cali-
bration” factor. With Eq. (6) this yields

Awet
CO2
= A

dry
CO2

(
1−CH2O ·AH2O

)
. (8)

If the measured area of the CO2 line is plotted as a function
of the measured area of the water line, the calibration factor
for water vapor CH2O is just the ratio of the slope and the
intercept. The scan of the water line also provided the con-
ventional water vapor measurement using the peak height of
the absorption line, which allowed for comparison of the two
water vapor estimates.
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Figure 5. (a) Dry air water vapor mole fractions measured by the
CFKB2004 CRDS analyzer and the FISH calibration bench during
a comparison in 2011. The CRDS data are offset corrected and cal-
ibrated according to the 2013 comparison against a dew point mir-
ror. The corresponding fit is shown in blue. Residuals (difference
between water vapor mole fractions measured by the FISH calibra-
tion bench and the linear fit) can be seen in the plot (b). Error bars
indicate the uncertainty range of the calibration bench of 4 %. The
relative residuals are plotted on the right axis as light blue triangles.

3.2 Results and discussion

3.2.1 Dew point mirror

Plot a in Fig. 3 shows the self-broadening and offset cor-
rected, but uncalibrated, water vapor mole fraction measured
by the Picarro CRDS instrument (in the following referred to
as “H2Ouncalibrated”) against the measurements from the dew
point mirror (using its factory calibration from 2010, which
was confirmed in 2014) during the comparison in 2013. The
Dewmet measurements were converted from dew point to
wet air mole fraction based on the Goff–Gratch equation
(Goff, 1957). The corresponding fit can be seen as a blue
line; the grey line indicates the calibration curve of the 2009
experiment (Eq. 2). The uncertainty of the fitted slope is com-
posed of the fitting error and the uncertainty of the dew point
mirror. Uncertainty of the Dewmet is given by the manufac-
turer as 0.2 ◦C at +20 ◦C dew point, increasing linearly to
0.4 ◦C at −60 ◦C dew point (2σ ), which corresponds to a
relative uncertainty of 1.3 %. In order to check the linearity
of the CRDS instrument the CRDS and Dewmet data were
also fitted using a quadratic fit. The slope of the quadratic
fit was determined as 0.807± 0.011, which agrees well with
the slope of the linear fit (0.802) taking account of the uncer-
tainty range. The impact of the quadratic term (determined
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Figure 6. (a) Water vapor mole fraction based on the CO2 dilution
method plotted against the water vapor mole fraction measurement
from the CRDS analyzer (offset corrected and calibrated accord-
ing to the comparison against a dew point mirror in 2013) during
the fine scan experiment. The corresponding fit is shown in blue.
Residuals (difference between water vapor mole fraction based on
dilution method and the linear fit) can be seen in plot (b).

as 0.0024± 0.0021) on the result is small compared to the
overall uncertainty range. Thus, the CRDS analyzer can be
considered linear.

Figure 3b shows the difference between the 2009 and
2013 calibrations. The error bars demonstrate the uncertainty
range, which comprises the dew point mirror uncertainty dur-
ing the 2009 and 2013 experiments. The relative difference of
the two calibrations, shown on the right axis, increases from
1.7 % at 9800 ppm CRDS water vapor mole fraction (2.2 %
with regard to the measured mole fraction from the dew point
mirror) up to 3.6 % at 30 600 ppm (4.4 %), indicating signif-
icant differences for water vapor mole fractions above about
10 000 ppm.

This difference between the 2009 and 2013 calibrations is
much larger than the uncertainties of the instruments and the
calibration transfer give reason to expect. The largest source
of uncertainty is the dew point mirror with 1.3 % uncertainty.
Precision of the CRDS analyzer is given as < 14 ppm by the
manufacturer. Uncertainty of the calibration transfer between
different Picarro analyzers, which has to be considered since
the two calibrations were done with different CRDS instru-
ments, is < 125 ppm (or 0.5 % relative at 25 000 ppm water
vapor mole fraction) (Rella et al., 2013). Since the difference
between the two calibrations is up to 3.6 % (4.4 %), the dew
point mirror, the Picarro analyzer, or both instruments must
have been drifting.
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In order to test the stability of the water vapor mea-
surements of the CRDS analyzer, the CFKBDS2003 in-
strument was compared to another Picarro CRDS analyzer
(CFADS37, model G3101-m) once in 2011 and again in
2014. During the experiments both instruments measured in
parallel pressurized, dried ambient air from a high-pressure
tank, which was humidified by a dew point generator (Li-610
from Li-Cor) to specific water levels between 2 and 20 ◦C
dew point. Plot a in Fig. 4 shows the result of the 2014 com-
parison. The blue line is the quadratic fit of the 2011 com-
parison. The relative difference (right axis in plot b) between
the two experiments is < 0.3 % for water vapors < 8000 ppm.
Since it is unlikely that both instruments drifted in the same
way, this strongly suggests that the CFKBDS2003 analyzer
did not drift significantly in the 3 years between the two com-
parisons against the dew point mirror.

This conclusion together with the calibration history of the
dew point mirror (see Sect. 3.1) suggests that the large differ-
ences between the two calibrations of the CRDS instrument
in 2009 and 2013 are caused by drift of the dew point mirror
calibration. The dew point mirror had not been calibrated for
nearly 9 years when it was used for the 2009 experiment, but
was calibrated well during the 2013 experiment. Thus, only
the results of the 2013 experiment, corresponding to a cali-
bration factor of 0.802 for the CRDS water vapor measure-
ments, are considered reliable. Accuracy of the calibration
is limited by the uncertainty range of the dew point mirror
(1.3 %, 2σ ). For water vapor levels < 7000 ppm the calibra-
tion is only extrapolated based on the measurements between
7000 and 25 000 ppm, which has to be accounted for in the
uncertainty estimate.

3.2.2 Calibration bench for the FISH instrument

Plot a in Fig. 5 shows the result of the comparison between
the CRDS analyzer and the FISH calibration bench, during
which four different water levels in the range 2–600 ppm
were measured. The water vapor measurements from the
CRDS analyzer are offset corrected and calibrated accord-
ing to the 2013 dew point mirror comparison, and addition-
ally corrected for another 3.5 ppm resulting from permeation
of water vapor from air surrounding the 3 m FEP inlet line.
Subsequently, the CRDS measurements were converted from
wet to dry air mole fractions according to

H2Odry =
H2Owet

1−H2Owet
. (9)

A linear fit of the data shows that the dew point mirror cal-
ibration of the CRDS was within 3 % of the FISH calibra-
tion bench and showed an offset of 12.2 ppm. Uncertainties
of the fit coefficients (slope: ±0.04, offset: ±0.5 ppm) were
estimated assuming a worst-case scenario by including 4 %
bias of the FISH calibration bench and 1.3 % uncertainty of
the dew point mirror calibration. The residuals (difference
between the FISH calibration bench and the fit) for water va-

pors > 100 ppm, which can be seen in plot b, are small com-
pared to the uncertainty range of the FISH calibration bench
of 4 % indicated by the error bars. For the measurement point
at 2 ppm water vapor the relative residuals are larger (6.2 %),
due to the influence of the 12.2 ppm offset.

The CRDS analyzer and the FISH calibration bench agree
within 3 % in the water vapor range up to 600 ppm after cor-
recting for an offset of 12 ppm. This confirms that extrapo-
lation of the dew point mirror calibration to water vapor lev-
els below 7000 ppm is appropriate, at least within the uncer-
tainty of 4 % assumed for the calibration bench. Regarding
the offset of 12.2 ppm it has to be considered that the mea-
sured air at the lowest water level, which has the largest effect
on the estimation of the offset, was perhaps not completely
in equilibrium with the inner surface of the connection line
between the CRDS instrument and the calibration bench and
the tubing inside the analyzer. If the water vapor mole frac-
tion in the gas stream decreases, water molecules adsorbed
at the surface are released until a new equilibrium with the
air is reached. Due to the large length of the connection line
(3 m) the inner surface is relatively large and, thus, the equi-
libration process takes a relatively long time. For the higher
measured water levels the equilibrium is reached faster. Fur-
thermore, except for the highest measured level, memory ef-
fects were canceled out by measuring the water level twice:
once from low to high, and once going from high to low mole
fractions. The differences in the two measurement sequences
are smaller than 1 ppm. Another possibility would be that the
offset was caused by either an outgassing or a very small
leak.

3.2.3 Calibration by CO2 dilution effect

Figure 6a shows the comparison of the water vapor mole
fraction determined with the help of the CO2 dilution method
and the conventional water vapor measurements, which are
offset corrected and calibrated according to the 2013 dew
point mirror comparison, during the fine scan experiment. A
linear fit of the data indicates a bias of 2.9 % of the dilution-
based water vapor compared to the dew point mirror cali-
bration and an offset of 16.1 ppm. The uncertainty estimates
(slope:± 0.013, offset: ±1.6 ppm) are based on the uncer-
tainty of the dew point mirror calibration (1.3 %, 2σ ). Resid-
uals can be seen in plot b of Fig. 6.

The water vapor mole fraction calculated with the CO2
dilution method and the conventional water vapor measure-
ments calibrated according to the 2013 dew point mirror
comparison agree within 2.9 % in the water vapor range from
300 to 27 000 ppm. The residuals (difference between wa-
ter vapor mole fraction based on dilution method and the
linear fit) are small, but show a slight systematic shape de-
pending on the water vapor level. An offset was determined
as 16.1 ppm; however, the lowest measurement was made
at around 300 ppm and, thus, the offset is based on extrap-
olation. Higher scatter in the residuals at low water vapor
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(< 2500 ppm) might indicate a different behavior for this
range. Hence, the estimated error of 1.6 ppm for the offset
is likely a significant underestimate.

Estimating the uncertainty of the CO2 dilution method is
not straightforward. The repeatability of the peak area mea-
surements accounts only for less than 0.1 % uncertainty (1σ ),
whereas systematic errors can have a larger influence on the
accuracy. One potential error is the direct spectroscopic in-
terference of either water on CO2 or vice versa, which we
tried to avoid by careful selection of the used absorption lines
and detailed spectral models. To check for remaining influ-
ences an additional test was conducted: since a direct spec-
troscopic interference would affect the measurements differ-
ently for different CO2 concentrations, the fine scan exper-
iment was repeated with 400 ppm CO2 instead of the orig-
inal 3000 ppm CO2. Unfortunately, the pressurized air with
400 ppm CO2 also contained 2 ppm of methane, whereas the
3000 ppm CO2 air was pure CO2 in zero air. Thus, a neigh-
boring methane absorption line had to be considered, which
added another variable to the analysis. In future experiments
this should be excluded by preparing a set of high-pressure
tanks of exactly the same air composition but different CO2
concentrations. The calibration constant CH2O of the water
measurements (see Eqs. 7 and 8) measured for 400 ppm CO2
was 0.6 % larger than the calibration constant measured for
3000 ppm CO2. Another systematic error can arise if the
spectroscopic models and fitting procedures do not perfectly
account for the changes in the absorption line shapes dur-
ing varying water vapor mole fractions. For this experiment
the absorption line shape model was carefully tested over the
range of conditions in the analyzer, and it was found that the
corresponding error can be neglected compared to the other
sources of uncertainty.

Recently, a potentially serious source of systematic error
regarding the pressure control in the sample cell was dis-
covered: observations suggest that the pressure sensor has
a nonlinear dependence on water vapor and, thus, the pres-
sure in the sample cell is stabilized to a humidity-dependent
value instead of the fixed 186.65 hPa (= 140 Torr) (Reum et
al., 2017). A possible reason could be adsorption of water
molecules on the sensor. While this error in the CRDS water
vapor measurements is corrected by the calibration of the in-
strument with another hygrometer, it has to be considered for
the dilution calibration, since the used CO2 measurements
are affected as well. To assess the quantitative effect of such
an incorrect pressure adjustment we assume the pressure in
the measurement cell to be

p = p0+1p, (10)

where p0 is the actual set point at 186.65 hPa (140 Torr)
and 1p is a pressure difference depending on the water va-
por mole fraction. Experiments with an additional indepen-
dent pressure measurement presented by Reum et al. (2017),
as well as analysis of the behavior of the proportional
valve, which controls the pressure in the sample cell, show

that 1p changes linearly with water vapor for mole frac-
tions > 2500 ppm (see Fig. 2 in Reum et al., 2017). Therefore,
the peak areas of the absorption lines follow

A(p)= A(p0) · (1+
1p

p0
). (11)

Substituting ACO2 (p0) and AH2O(p0) according to Eq. (11)
in Eq. (8) yields

Awet
CO2

(p)= A
dry
CO2

(
1−CH2O (p0) ·AH2O (p)+

1p

p0

)
. (12)

Thus, the bias in the sample cell pressure introduces an error
to the calibration constant CH2O(p0), which is proportional
to the relative pressure change 1p /p0. Reum et al. (2017)
determine 1p as about 0.7 mbar (0.5 Torr) for a water vapor
mole fraction of 30 000 ppm. Hence, the pressure bias causes
an error of < 0.4 % to the CO2 dilution calibration method.
Note however that the change in cell pressure with humid-
ity is not linear for water vapor mole fractions < 2500 ppm,
which could be the reason for the slightly systematic shape
in the residuals at this low water vapor levels (Fig. 6b).

In summary it can be said that an uncertainty at per-
cent or even sub-percent level is achievable for the dilu-
tion method in future experiments. Using a conservative es-
timate of 1 % uncertainty (1σ ) for assessing water vapor
from the CO2 dilution experiment presented here, added
to the 1.3 % uncertainty of the dew point mirror calibra-
tion, comparison of the dilution-based estimate (H2Odilution
= (1.029± 0.023) · H2Odewmet2013) with the FISH calibra-
tion bench (H2OCalBench = (0.97± 0.04) · H2Odewmet2013)
(neglecting the offsets) shows an overlap within their com-
bined uncertainty. Note that this also means that the H2O cal-
ibration via dilution of CO2 is statistically consistent with the
classical calibration using dew point or frost point hygrome-
ters. This is a promising result for this experiment, especially
when considering that different CRDS instruments were used
and the comparisons took place 2 years apart.

Follow-on experiments can achieve better and more reli-
able results for the water calibration by CO2 dilution if low
water vapor levels (< 300 ppm) are also measured, the sam-
ple cell pressure is corrected for deviations due to different
water vapor levels, optimized spectral models and fitting pro-
cedures are applied, and sample air with a CO2 mole fraction
in the atmospheric range is used. To determine a calibration
factor for the water vapor estimates based on peak height
measurements, which is the standard measurement method
of the CRDS analyzers at the moment, since it provides bet-
ter short-term precision than the peak area measurements, the
experiment can be simplified. As can be seen in Eq. (8) the
water vapor mole fraction (CH2O ·AH2O) can be calculated if
the dry and wet peak areas of the CO2 absorption line are
known. Thus, the measurement of the water vapor peak area
can be skipped, which reduces the overall uncertainty. On the
other hand, for low water vapor mole fractions (< 10 ppm) a
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Table 1. Overview of the different calibration methods.

Water vapor mole
Method fraction range (ppm) Result

Dew point mirror (Dewmet) from 2013 7000–25 000 H2ODewmet2013 = (0.802± 0.010) · H2Ouncalibrated
FISH calibration bench 2–600 H2OcalBench = (0.97± 0.04)

· H2ODewmet2013− (12.2± 0.5) ppm
CO2 dilution effect 300–27 000 H2Odilution = (1.029± 0.023)

· H2ODewmet2013 − (16.1± 1.6) ppm

wrong pressure reading (as described above) has a higher im-
pact since it affects the wet peak area, but not the dry peak
area measurement. By looking at the deviation of the ratio be-
tween wet and dry peak areas to one the error gets enhanced
even more.

Obviously the dilution method can be applied to other
species, too, and is not limited to CO2 and water vapor. The
same principle can be used for any species measurable by a
CRDS analyzer, provided that the corresponding dilution ef-
fect is large enough to be detectable with sufficient precision.

3.2.4 Calibration summary

Table 1 shows in summary the results of the different calibra-
tion experiments. The water vapor ranges used in the com-
parison were determined by the experimental setups of the
experiments and the standard calibration ranges of the instru-
ments. The uncertainties of the coefficients for the FISH cal-
ibration bench comparison result from the dew point mirror
calibration uncertainty and the uncertainty of the calibration
bench. For the CO2 dilution effect it is the dew point mirror
calibration uncertainty plus a conservative estimate of the di-
lution method uncertainty. Note that both offset uncertainties
are likely not reliable.

Based on these experiments the calibration constant of
0.802± 0.010 from the dew point mirror comparison in 2013
is recommended for the water vapor measurements from the
CRDS instrument.

4 Analysis of the flight data and comparison with the
reference instruments

During the DENCHAR flight campaign between 23 May
and 1 June 2011 four inter-comparison flights with a total
flight time of about 14 h were conducted with a Learjet 35A.
Starting from an airbase in Hohn, Germany, the flights cov-
ered a region ranging from northern Germany and Poland
to southern Norway and the North and Baltic seas, and alti-
tudes up to 12.5 km, so that the lower stratosphere was also
reached. Two instruments served as reference instruments for
the water vapor measurements. The first was CR-2, a frost
point hygrometer with an accuracy of ± 0.1 ◦C (1σ ) dew
point (manufacturer data, Buck Research Instruments L.L.C.,

US, http://www.hygrometers.com, last access: 1 September
2018). The second reference instrument was FISH, which is
based on the Lyman-α photofragment fluorescence technique
and has an accuracy of 6 % to 8 % (1σ ) in the range from 4
to 1000 ppm and 0.3 ppm for lower mixing ratios down to
1 ppm (Meyer et al., 2015). The CR-2 was connected to a
backward-facing inlet to avoid sampling of cloud and ice par-
ticles. In contrast, FISH measured total water instead of only
water vapor during the campaign, since its forward-oriented
inlet resulted in sampling of cloud droplets and ice crystals
when present.

4.1 Results and discussion

4.1.1 Measurement precision

To assess the measurement precision of the CRDS analyzer,
water vapor measurements during the periods with stable
atmospheric conditions, such as pressure and temperature,
were selected. Of course, there are still natural variations left
in the data; therefore, only upper limits of the precision can
be estimated. After correcting for offset and calibration (ac-
cording to the 2013 dew point mirror comparison, in the fol-
lowing simply referred to as CRDS measured water vapor),
the standard deviation of the difference between the 0.4 Hz
data and the 60 s moving average is calculated as a mea-
sure of short-term fluctuations. In order to avoid additional
noise from variations in sample cell pressure, periods with
unstable sample cell pressure were neglected. Deviations of
the sample cell pressure from its set point of 186.65 hPa can
occur during sudden, fast changes in altitude for which the
pressure adjustment is too slow to adapt. Figure 7 shows
the resulting short-term fluctuations (i.e., the standard de-
viations of the difference between the 0.4 Hz data and the
60 s moving average) for different water vapor ranges. The
significance of the results certainly depends strongly on the
number of data, which were available to calculate the stan-
dard deviations in each water vapor interval. Thus, in order
to find a reliable estimate for the measurements, results based
on a larger number of data are highlighted. Although high
scatter of the data between 30 and 100 ppm makes it diffi-
cult to find a reliable estimate, the flight data suggest an up-
per limit for the measurement precision (1σ ) of 4 ppm for
H2O < 10 ppm, 20 % or 10 ppm (whichever is smaller) for
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Table 2. Precision estimates (1σ ) of the CRDS water vapor mea-
surements derived from laboratory experiments.

Water vapor Precision at 2.5 s Precision at 30 s
mole fraction time resolution integration time
(ppm) (ppm) (ppm)

3 < 6 < 2
30 < 10 < 5
5000 < 9 < 5
8000 < 10 < 2
12 000 < 10 < 4
19 000 < 12 < 6

10 ppm < H2O < 100 ppm, and 5 % or 30 ppm (whichever is
smaller) for water vapor > 100 ppm.

For comparison precision estimates of the CRDS water va-
por measurements determined under laboratory conditions,
at 2.5 s time resolution and for an integration time of 30 s, are
shown in Table 2. They were derived from experiments dur-
ing which the CRDS analyzer measured pressurized, dried
ambient air from a high-pressure tank, which was humidified
by a dew point generator (Li-610 from Li-Cor) to specific
water levels. For water vapor < 100 ppm the results of the
flight and laboratory data are in good agreement. For water

vapor > 1000 ppm the laboratory data indicate that a preci-
sion of 30 ppm for the flight data is a very conservative es-
timate, which is most likely due to natural variations in the
atmosphere.

Compared to the reference instruments the precision of
the CRDS analyzer is worse at low water vapor levels
(< 100 ppm), but comparable at higher levels.

4.1.2 Response time

Figures 8 and 9 show selected time periods of the third flight
on 31 May and the fourth flight on 1 June, respectively.
CRDS measured water vapor is shown along with the flight
data from reference instruments CR-2 and FISH. Water va-
por measurements from two additional analyzers that partic-
ipated in the inter-comparison campaign are also presented:
flight data of WaSul-Hygro, a tunable diode laser-based dual-
channel photoacoustic humidity measuring system (Tátrai et
al., 2015) and flight data of the Selective Extractive Airborne
Laser Diode Hygrometer (SEALDH-1), which is based on
tunable diode laser absorption spectroscopy (Buchholz et al.,
2012) (please note: not to be confused with the currently used
new instrument SEALDH-II, which has a much better perfor-
mance and smaller uncertainties). Furthermore, the saturated
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Figure 8. Water vapor mole fractions measured by the CRDS analyzer (black points, 30 s mean as grey points), the CR-2 (dark blue squares)
and FISH (light blue triangles) instruments, as well as the WaSul-Hygro (orange diamonds) and SEALDH-I (green triangles) analyzers, for
a time period during the flight on 31 May 2011. An enlarged section for the time period from 11:15 to 11:24 is shown in the lower left part
of the plot.

water vapor is added to point out that the measurements were
taken outside of clouds.

The flight data of all analyzers in Figs. 8 and 9 indicate that
the response time of the CRDS is similar to that of the other
instruments. This applies for the whole water vapor range
and for both transition directions: from wet to dry conditions
as well as from dry to wet. For water vapors < 100 ppm the re-
sponse time is comparable to the FISH instrument, as shown
in the enlarged section of Fig. 8. During the increase in wa-
ter vapor from 200 to 1200 ppm in about 1 min, shown in the
enlarged section in Fig. 9, no significant delay can be de-
tected. Thus, the low sample gas flow of 100 sccm and the
50 cm long inlet line cause no disadvantages. As expected,
the slowest response is shown by the CR-2, whose measure-
ment signal tends to overshoot and oscillate after fast changes
in water vapor.

Results of a simple laboratory test, where a three-way
valve was used to switch between wet (around 23 000 ppm)
and dry (around 10 ppm) air, allowed us to estimate the 10 %
to 90 % rise and 90 % to 10 % fall times as 6–7 s and the re-
covery time to 99 % of the final water vapor level as 25 s. For
a step from 23 000 to 10 ppm water vapor mole fraction the
measurement takes about 200 s to get down. The times are
pretty much identical regardless of whether or not the 50 cm
long inlet line is included.

4.1.3 Comparison to reference instruments

Figure 10 shows the in-flight CRDS measured water vapor
and the CR-2 and FISH reference instruments, as well as
the corresponding atmospheric pressure levels, for all four
flights. Due to an internal leak FISH could not deliver reli-
able data for the first two flights. CRDS data from the first
flight after around 13:00 were compromised by icing of the
inlet, since the deicing of the Rosemount inlet was acciden-
tally not switched on during that flight.

The water vapor differences between the three instruments
for different water vapor intervals are plotted in Fig. 11.
CRDS data influenced by icing during the first flight are
omitted. Likewise, measurement data of all instruments in
the presence of clouds are excluded, since FISH measured
total water. Based on observations during the flights, which
are recorded in the flight logs, this concerns in particular
all measurements made between 11:13 and 11:40 on flight
4 (1 June).

A reliable evaluation is hard to make as the FISH refer-
ence instrument operated successfully for only two of the
four flights, and for flight 4 the measurements diverge sig-
nificantly from the CR-2 data to a large extent. Moreover,
the slow response of the CR-2 and the oscillations of the sig-
nal after sudden changes in water vapor are problematic for
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Figure 9. Same as Fig. 8 but for a time period during the flight on 1 June 2011. An enlarged section for the time period from 12:24:36
to 12:25:48 is shown in the upper left part of the plot. Here the water vapor increases in 1 min about an order of magnitude from 200 to
1200 ppm.

the comparison. Furthermore, flight data between 11:13 and
11:40 for flight 4 could not be used, due to the occurrence
of clouds. However, it is interesting that the CRDS water va-
por measurements deviate from the CR-2 during that period,
as can be seen in Fig. 10. Figure 12 shows a closer look at
this cloud-affected flight section. The CRDS measured wa-
ter vapor is plotted together with flight data of CR-2, FISH,
Wasul-Hygro and SEALDH-I. The latter two show approxi-
mately the same behavior as the CR-2. This is in line with ex-
pectation, since all three shared the same backward-faced in-
let, which prevented from sampling cloud droplets. However,
the CRDS shows a behavior similar to that of FISH (measur-
ing total water) with H2O mole fractions within clouds larger
than that corresponding to saturated water vapor. This indi-
cates that the CRDS sampling was likely also affected by
cloud particles; i.e., the separation in the Rosemount air inlet
of ice particles and water droplets from the sample air is not
fully efficient. In fact relative humidity measurements from
the MOZAIC humidity device, which uses the same type
of Rosemount Inlet housing, occasionally show similar arti-
facts, when measuring within clouds, containing liquid water
(air temperature >−40 ◦C) (Smit et al., 2013). Most likely
some small ice particles and water droplets are able to follow
the sharp right angle turn of the minor air flow into the in-

ner part of the Rosemount housing, instead of flying straight
through the main channel of the housing (see Fig. 2.6 in Smit
et al., 2013). Such small enough particles could be produced,
e.g., by the shattering of water droplets or ice crystals in the
Rosemount housing. However, due to the very short time pe-
riod the sample air stays inside the housing until it passes
the sensor elements and leaves again through a small outlet,
only the liquid water droplets can evaporate fast enough to
be observed by the humidity device. In contrast, as can be
seen in Fig. 12, the CRDS measurements do show cloud ar-
tifacts also at air temperatures below−40 ◦C, i.e., in pure ice
clouds. Most likely the reason for this is that water droplets
and ice particles enter the inlet line of the CRDS and are
evaporated within the inlet line or at the heated inlet filter
of the CRDS. Meaningful statistics about how often droplets
and ice particles are measured in clouds can be obtained as
soon as more flight data from the CRDS analyzer are avail-
able within the IAGOS project, since every IAGOS aircraft
equipped with the GHG package is also equipped with the
MOZAIC humidity device and a cloud probe.

The absolute differences in Fig. 11 indicate a positive dif-
ference between the CRDS and CR-2 of < 10 % or 10 ppm
(whichever is greater) for water vapor ranges > 10 ppm. FISH
has a negative deviation to both instruments in that range.
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Figure 10. In-flight water vapor data from the CRDS analyzer (in black, 30 s mean in grey) and the reference instruments CR-2 (in dark
blue) and FISH (in light blue) for the four flights on 26, 30, and 31 May, and 1 June 2011. The corresponding atmospheric pressure levels
are shown in green. The CRDS data are offset corrected and calibrated according to the 2013 dew point mirror comparison.

For water vapor > 100 ppm the data imply a difference of
10 % to 20 %. For the interval of 10–100 ppm water vapor
the difference to the CRDS is around 10 %, to CR-2 about
10 ppm. At very low water vapor (< 10 ppm) the reference
instruments show a good agreement during flight 3, but dis-
agree strongly during flight 4. On average the CR-2 has a
positive bias < 2 ppm against FISH. For the CRDS the water
vapor data suggest a positive bias < 2–3 ppm to the CR-2, but
the measurements are highly affected by the slow response of
the CR-2. Comparison to FISH likewise indicates a positive
difference < 2–3 ppm. During comparison against the FISH
calibration bench the CRDS analyzer showed a positive bias
of 12.2 ppm (see Sect. 3.2), which strengthens the presump-
tion that the air has not been in equilibrium for the lowest
water vapor level measured during the experiment.

Meyer et al. (2015) report an agreement of FISH with other
in situ and remote sensing hygrometers under field condi-
tions of about ± 5 % to 20% at < 10 ppm and ± 0 % to 15 %
at > 10 ppm. Thus, results of the comparison between CRDS
and FISH during the DENCHAR inter-comparison campaign
are at the upper end of that range.

5 Conclusions

During the DENCHAR inter-comparison flight campaign in
Hohn (Germany) in May–June 2011 a commercial cavity
ring-down spectroscopy (CRDS) based gas analyzer (G2401-
m, Picarro Inc., US) was installed on a Learjet to measure at-
mospheric water vapor, CO2, CH4 and CO. The components
of the instrument and the inlet system are identical to those
chosen for the IAGOS-core Greenhouse Gas package.

For the calibration of the water vapor measurements three
different methods were tested. The standard calibration of the
CRDS analyzer is the comparison against a dew point mir-
ror (Dewmet TDH, Cooled Mirror Dewpointmeter, Michell
Instruments Ltd., UK) in the range from about 8000 to
30 000 ppm water vapor mole fraction. If the dew point mir-
ror is calibrated regularly by the manufacturer, the accuracy
of this calibration method is limited by the uncertainty range
of the dew point mirror (1.3 %, 2σ ). A comparison against
the FISH calibration bench, during the DENCHAR flight
campaign, in the range from 2 to 600 ppm water vapor, con-
firmed that the extrapolation of the dew point mirror calibra-
tion down to low water vapor levels is possible, and that the
standard calibration of the CRDS analyzer is in agreement
with the FISH calibration within the 4 % uncertainty range
(1σ ) of the FISH calibration bench. Furthermore, a new and
completely independent calibration method, which is based
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indicate the standard deviations of the average differences. The water vapor measurements of CR-2 are chosen as the x axis, because they
cover all flights, in contrast to the FISH data. For plotting reasons all differences < 1 ppm are set to 1 ppm.

on measurement of the dilution effect of water vapor on the
CO2 mole fraction, was presented. This new method was
found to agree with the dew point mirror calibration within
2.9 % in the water vapor range from 300 to 27 000 ppm.
Assuming a conservative 1 % uncertainty (1σ ) for the CO2
dilution method, comparison of the dilution-based estimate
with the FISH calibration bench showed an overlap within
their combined uncertainty. Thus, the water vapor calibra-
tion via dilution of CO2 is statistically consistent with the
classical calibration using dew point or frost point hygrom-
eters. The dilution method can be used for the calibration of
other species, too, provided they and the corresponding di-
luted species are measurable by a CRDS analyzer and the
dilution effect is large enough to be within the detection lim-
its.

An upper limit of the precision (1σ ) of the water vapor
measurements by the CRDS was determined from flight data
of the DENCHAR inter-comparison campaign, as 4 ppm for
H2O < 10 ppm, 20 % or 10 ppm (whichever is smaller) for
10 ppm < H2O < 100 ppm, and 5 % or 30 ppm (whichever is

smaller) for water vapor > 100 ppm. A more reliable esti-
mate will be possible as soon as more H2O flight data are
available. During the four DENCHAR flights the CRDS ana-
lyzer showed a good time response (10 % to 90 % rise and
90 % to 10 % fall times: 6–7 s, recovery time to 99 % of
the final water vapor level: 25 s) and long-term stability for
the water vapor measurements. Comparison against the ref-
erence instruments was difficult, due to lack of data avail-
ability of FISH, the slow response of CR-2, the exclusion
of data, which were affected by clouds, and the partly poor
agreement between FISH and CR-2. However, for water va-
por levels > 10 ppm the flight data imply a negative difference
between the CRDS and FISH from about 10 % to 20 % and
a positive difference between the CRDS and CR-2 of < 10 %
or 10 ppm (whichever is greater). For water vapor < 10 ppm
the flight data suggest a positive bias of < 2–3 ppm to both
FISH and CR-2.

Accuracy (1σ ) of the CRDS instrument was estimated,
based on the laboratory calibrations, as 1 % for the water va-
por range from 25 000 ppm down to 7000 ppm, then increas-
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Figure 12. Water vapor mole fractions from the CRDS analyzer (black points, 30 s mean as grey points), the CR-2 (dark blue squares) and
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the flight on 1 June 2011, in the presence of clouds. Also shown are the water vapor mole fraction corresponding to saturation (violet points)
and the static air temperature (black line).

ing to 5 % at 50 ppm water vapor. Accuracy at water vapor
mole fractions below 50 ppm was difficult to assess, as the
reference systems suffered from lack of data availability.

Future deployment of the CRDS system within IAGOS
will help to further evaluate the performance, via better statis-
tics and long-term comparison to the MOZAIC humidity de-
vice, which is deployed on each IAGOS aircraft. Thus, essen-
tial water vapor measurements, including regular in situ data
in the sensible UTLS region and vertical profiles of H2O in
the troposphere and lower stratosphere for major parts of the
globe, are expected to be delivered for validation of remote-
sensing-based observations from satellites and ground, for
the improvement of the performance of climate models and
weather forecasts, or for climate trend studies.
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able upon request (annette.filges@bgc-jena.mpg.de).
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